
Positional Embeddings and Relative Attention
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- Paying attention to all the text is necessary
- However, in many cases, the important tokens are the same distance away.
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- of course, absolute attention allows the formation of relative attention.
- But positional encodings help extra…
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Remember: matrices are linear transformations!

When we multiply by a 2x2 matrix, we 
are changing our basis from {(1,0), 
(0,1)} to {(a, c), (b, d)}
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Doing the math

The really cool part: sin(x+y) = sin(x)cos(y) + cos(x)sin(y)
 
The right hand side produces u1sin(x) + v1cos(x)

So we're going to end up with only terms involving y…

Where x is wk t, our only absolute position!
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Summary / final notes

- Positional embeddings are added to each token embedding

- relative attention: if pt-1, pt-2, pt-3 were "is located in", pay lots of attention to pt-4

- By using the positional embeddings of words, it becomes very easy for a 
transformer to represent relative attention…

- Because pt-1, pt-2, pt-3 are simple linear transforms of pt! 


